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Abstract 

We argue that the representation of lexical 
and structural patterns, and specifically 
patterns incorporating features and con-
straints from multiple linguistic levels, 
captures important generalizations about 
form-meaning correspondence and fur-
thermore suggests fruitful paths for NLP 
resource development. These arguments 
are based on the framework of Construc-
tion Grammar, and we show how we made 
use of this framework in developing our 
own information extraction prototype. 

1 

2 

Introduction 

Approaches to information extraction vary consid-
erably in the depth of linguistic analysis they per-
form on their inputs. Deep approaches (e.g. Hobbs 
1991) attempt full syntactic, semantic, and/or dis-
course processing as a basis for recognizing rela-
tions expressed in texts. Shallower approaches (e.g. 
Hobbs et al 1996) make use of chunk parsing to 
identify simple linguistic constituents, defining 
domain-specific patterns which abstract over those 
constituents and associating them directly with rela-
tional template structures. There are solutions that 
exist in between these two extremes, such as the 
LaSIE system (Humphreys et al. 1998) which 
makes use of some finite-state pattern recognition 
but also incorporates parsing coupled with compo-
sitional semantic interpretation rules and discourse 
modeling, or the WHITEBOARD system (Crysmann 
et al, 2002) which integrates shallow analyses with 
deep parsing by pre-compiling representations for 
certain sequences, and by mapping structures iden-
tified in shallow processing to HPSG types. 

The arguments made for the strategy in design-
ing an information extraction system normally cen-
ter on performance issues. Shallower approaches 
are more robust to the linguistic variance (both syn-
tactic and lexical) of free text, they are much faster 
(both in throughput and development time), and 
they have been proven to achieve good results on 
information extraction tasks. Deeper approaches 
support richer semantics and a more precise analy-
sis, are capable of supporting recognition of more 
complex relational structures, and are in principle 
more domain-neutral because they embody general 
linguistic principles. Few attempts have been made 
to motivate shallow approaches in linguistic terms. 
The attitude in the IE community appears to be that 
creating gazetteers (lists of names) to help in named 
entity recognition or defining patterns which repre-
sent abstractions of how an entity or relation is ex-
pressed in the domain of interest is somehow not 
linguistics, but that it represents a valuable lan-
guage engineering approach to the problem in spite 
of lacking a theoretical basis. 

We argue in this paper that in fact there is a 
theoretical motivation for the shallow approach rep-
resented by the vast majority of implemented in-
formation extraction systems, in the form of 
Construction Grammar (cf. Fillmore, 1985), and we 
will describe a prototype system that we have been 
building to extract protein/gene interactions by fol-
lowing the precepts of Construction Grammar. We 
will further discuss why it is important for research 
in information extraction that such a theoretical 
motivation exists. 

Construction Grammar 

Construction Grammar (Fillmore, 1985; Fillmore et 
al, 1988; Goldberg, 1995) is a framework for lin-
guistic analysis in which it is argued that language 



consists of a set of patterns at varying levels of ab-
straction that integrate form and meaning in con-
ventionalized and often non-compositional ways. 

We define a construction as any learned rela-
tionship between form and meaning in a language. 
Following (Goldberg, 1995), we state this formally 
as follows (see also Papcun et al, 2003): 

C is a construction iff C is a 
form-meaning pair <Fi, Sj>, such 
that some aspect of Fi (form) or 
some aspect of Sj (semantics) is 
not strictly predicted from C’s 
component parts or from other 
previously established construc-
tions. 

This definition includes a spectrum of elements 
ranging from the most specific to abstract and 
schematic grammatical constructions. A grammar 
for a language consists of a collection of such pat-
terns, which provide a direct mapping from forms 
to meanings and vice versa. 
• words: table, chair 
• morphemes: red+ness, swift+ly 
• word compounds: ranch house, dog house, 
Frank Lloyd Wright house 

• idioms: kick the bucket, let the cat 
out of the bag  

• entrenched collocations with fixed meanings: 
X varies as a function of Y 
it is shown that 

• schematic grammatical constructions  
The CG approach was developed in response to 

the need to account for constructions such as open 
idioms that cannot be adequately accounted for in 
other grammar theories, and to represent such 
marked constructions in the same formal system as 
“regular” patterns of the language. It has been bol-
stered by evidence from child language acquisition 
(cf. Tomasello, 1998) that suggests that children 
accumulate phrases that are initially unanalyzed, 
and never acquire a compositional analysis for 
many phrases. 

2.1 2.2 Constructions as primary linguistic units 

Following Construction Grammar, we therefore 
claim that constructions can be considered primary 
linguistic units, and that it is not necessary, and of-
ten undesirable, to attempt a deep analysis of some 
phrases or sentences. An attempt to devise a gram-
mar or construct a system which can provide a deep 
analysis of all sentences in fact runs into several 

difficulties beyond issues of robustness and 
throughput: 

1. Certain constructions violate ‘expected’ argu-
ment structures, for instance introducing an 
additional complement and some additional 
component of meaning which is not normally 
attributed to the head word of the phrase. As 
an example, in a caused motion construction 
(as in “John sneezed the tissue off 
the table”) a normally intransitive verb re-
quires a direct object and a PP complement 
and acquires the caused-motion interpretation. 
Goldberg (1995) has argued persuasively 
against postulating additional verb senses 
(with alternative subcategorization frames) to 
explain such phenomena. 

2. Many conventionalized phrases, such as those 
identified in Named Entity recognition (e.g. 
“The New York Times”), have many possi-
ble syntactic analyses, only one of which 
makes sense given the known meaning. Gen-
erating all of the possible analyses during pars-
ing is computationally expensive and highly 
error-prone unless guided by pragmatic con-
straints or world knowledge. 

There are simply many phrases whose meaning 
or structure cannot be adequately explained on the 
basis of their constituent structure. Often, it is not 
worth attempting to perform deep analysis on them, 
as that analysis does not necessarily lead to the in-
terpretation or implications of that phrase. Consider 
a product name such as “I Can’t Believe It’s Not 
Butter” – what does one gain by performing a full 
syntactico-semantic analysis of that phrase (cf. Ap-
pelt and Israel, 1999)? Computationally, it is im-
practical, but more importantly, the internal 
structure of such phrases is not relevant to their fi-
nal interpretation. There is thus a linguistic motiva-
tion for representing such phrases as units – they 
have a consistent interpretation which is not pre-
dictable from their constituents. 

Compositionality 

It is important to note that Construction Grammar 
does not reject the notion of compositionality in its 
entirety. Instead, it adopts a weaker form than is 
traditionally assumed in formal semantics by stat-
ing that the meaning of an expression results from 
integration of the meanings of lexical items or other 
constituents with the meanings of constructions as a 



whole (Goldberg, 1995). This weaker notion of 
compositionality resolves the apparent tension be-
tween the Construction Grammar view of construc-
tions as corresponding to basic units of meaning in 
language, and the explanatory power of composi-
tionality in much analysis – the attribution of mean-
ing to a construction as a whole does not deny the 
meaning contribution of the constituents of those 
constructions. Rather, Construction Grammar leads 
us to recognize that the meaning of a whole may 
only be partially predicted from the meanings of the 
parts, and provides us with a formal mechanism for 
modeling when this is the case, while also allowing 
for the meaning of a whole to have little to do with 
the meanings of its parts (as for idioms which may 
have an available compositional diachronic inter-
pretation but no obvious compositional synchronic 
explanation), or only to do with the meaning of its 
parts (as in simple sentences in which a strictly 
lexical semantic account of the interpretation is the 
most straightforward explanation). 

By acknowledging the status of the construction 
as a linguistic unit with its own meaning and its 
own constraints on usage, Construction Grammar 
gives us a framework which relaxes the need to 
drive linguistic analysis entirely from the lexicon, 
and allows for the possibility of pragmatic con-
straints on interpretation (cf. Verspoor, 1997). It is 
therefore a more integrative approach to modeling 
language use and interpretation than theories that 
expect a more strictly compositional analysis. 

2.3 

                                                          

An abstract construction 

As an example of what we mean by a schematic or 
abstract construction, let us consider Goldberg’s 
(1995) representation of the caused motion con-
struction. This representation couples a syntactic 
frame with a semantic frame, 1  but one can also 
imagine constructions which add pragmatic usage 
constraints. 

 
The construction indicates that the lexical se-

mantic frame of a verbal predicate is integrated 

with semantic frame of the construction, such that 
the subject acquires a cause role, the oblique prepo-
sitional phrase a goal role, and the object a theme 
role. In this case, the verbal predicate will not usu-
ally subcategorize for the oblique and direct object 
arguments, so the semantics of those constituents 
will come solely from the construction itself, and it 
is the construction which licenses those arguments. 
If the verbal predicate subcategorizes for the sub-
ject, then the cause role will be attributed to that 
subject in addition to whatever semantics is attrib-
uted by the predicate itself. 

 

3 

igure 1

1 Researchers in Construction Grammar do not currently make 
use of a standard formalism, although Kay (2002) has adopted 
Minimal Recursion Semantics (Copestake et al. 1995). 

In this example, one can see that constructions 
can consist of syntactic labels and make use of lexi-
cal semantic structures. Thus it is clear that CG in 
itself does not argue against “deeper” linguistic 
processing or representation of linguistic informa-
tion at the lexical or syntactic levels. However, it 
provides motivation for attributing meaning directly 
to larger structures, which may have “deeper” con-
stituents, or which may be “shallow” and consist of 
fixed phrases or some combination of constraints at 
these different levels of abstraction. Since it allows 
for both, it does not assume “shallow” analysis to 
the exclusion of “deep” analysis, nor vice versa. 

Designing an IE system based on CG 

Our task was to develop a prototype system for ex-
tracting gene/protein interactions, involving a pre-
defined set of genes and proteins of interest, from 
biological texts. The approach we took to design 
the prototype is motivated by the Construction 
Grammar framework, yet is very similar to the ap-
proach taken in most IE systems. The architecture 
is shown in F . See also Papcun et al (2003). 

Since our gazetteers for genes and proteins (re-
ferred to as factors by our domain experts) were 
defined in advance, and we were not concerned 
with distinguishing ambiguous cases, our main fo-
cus was on linguistic analysis of relations of inter-
est. We were given a corpus of approximately 600 
sentences for which desired target outputs in the 
form of Agent-Action-Patient relations (AAPs) had 
been defined by a domain expert. This was used as 
a basis for identifying all the words which ex-
pressed the actions of interest. 

We created two lists relevant to relation identifi-
cation, in addition to the factor list of gene and pro-
tein names. One contains verbal forms of the verbs 
expressing actions of interest, the second contains 

Sem CAUSE_MOVE < cause goal theme  > 

Syn      V                    < SUBJ OBLPP OBJ  > 

               PRED          <                               > 



nominalizations of those verbs. Samples of these 
lists are shown below. The lists reflect domain-
specific constructions at the word level. 
 

FACTORS ACTIONS NOMINALS 
tttf1 
fos 
camk1 
camkk 
diacylglycerol 
prkc 

activate 
inhibit 
regulate 
cotransfect 
phosphorylate 
stimulate 

activation 
inhibition 
regulation 
cotransfection 
phosphorylation
stimulation 

 

The manual analysis of the corpus also resulted 
in the identification of frequently occurring con-
structions through which the relations were ex-
pressed in the corpus. We focused on three main 
constructions for the initial prototype: active, pas-
sive, and nominalization constructions. 

3.1 Active construction 

The active construction is defined as a construction 
in which the subject performs the action indicated 
by the verb. The sentence “Our results define a cy-
cle in which diacylglycerol activates protein kinase 
C, which then regulates the metabolism of diacyl-
glycerol by alternating the intracellular location of 
dgkz.” (Topham et al, 1998) matches: 
 

diacylglycerol activates protein kinase C
Factor Active Verb Factor 

 

This construction maps to this meaning frame: 
 

diacylglycerol activates protein kinase C 
Agent Factor Action Patient Factor 

 

This construction corresponds to the transitive 
verb frame and is highly useful in our task. This 
construction serves the same essential function as a 
transitive subcategorization frame with associated 
semantic frame at the lexical level, but we have 
generalized it to allow for unrecognized intervening 
words and phrases. The advantage of using a con-
struction here is that captures the general constraint 
that arguments must be factors in order to map to 
the associated meaning frame. Furthermore, our 
implementation allows us to pick out this pattern in 
a complex sentence without having a full grammar 
capable of handling intervening modifiers. 

3.2 Passive construction 

Passive constructions are those in which a patient is 
expressed as the subject and an agent is expressed 
as the object of the preposition “by”. So “Several 
recent studies have shown that camk1 (camk1) is 
phosphorylated and activated by a protein kinase 
(camkk) that is itself subject to regulation by 
ca2+/calm.” (Matsushita, Nairn, 1999) matches: 
 

camk1 is activated by camkk 
Factor Passive Verb Group “by” prep Factor 

 

This construction maps to this meaning frame: 
 

camkk activates camk1 
Agent Factor Action Patient Factor 

 

In a lexical semantic account, the passive con-
struction is normally handled via a rule which gen-
erates the alternate passive subcategorization frame 
for transitive verbs. However, this approach as-
sumes that all the verbs of interest exist in the lexi-
con with transitive frames to which the lexical rule 
can be applied. Using a construction, in contrast, 
we are able to recognize the pattern and understand 
the semantic roles the constituents of the pattern 
play, independently of knowledge of the verb. Per-
haps more importantly, a lexical-rule based account 
does not adequately capture the pragmatic condi-
tions that are associated with the use of a passive, 
while a constructional account allows us to directly 
associate those conditions with the pattern since the 
pattern is explicitly represented as a linguistic unit 
with its own linguistic properties (cf. Croft, 1991). 

TEXT 
Sentence 

Recognizer 

Word Identifier 

Construction 
Identifier 

Conceptual  
Mapper AAPs 

Gene

Protein

Factor 
List 

Relation 
List 

Construction  
definitions 

Linguistic 
information 

Knowledge 
Base 

Figure 1: Architecture of the prototype 
gene/protein interaction extraction system. 



3.3 Nominalization construction 

Nominalizations are constructions that use a noun 
that is related to a verb. For “These results suggest 
that a pik3/p70(s6k)-dependent pathway is required 
for regulation of HKII gene transcription by ins and 
that the kras2-mapk-dependent pathway is probably 
not involved.” (Osawa et al, 1996) we match: 
 

regulation of HKII by ins 
Nominal “of” prep Factor “by” 

prep 
Factor

 

This construction maps to this meaning frame: 
 

ins regulates HKII 
Agent Factor Action Patient Factor 

 

Again, the formal representation of this pattern 
allows us to directly attribute meaning to the con-
struction, independently of the individual words 
which instantiate the pattern. We do not have to 
assume a complex subcategorization frame for the 
nominals, which is repeated for each individual 
nominal and fails to capture the overall generaliza-
tion about the interpretation of the pattern.2 

In the case of our nominalization construction, 
by restricting the arguments of the prepositions to 
be factors, we can associate a specific causal inter-
pretation with the construction which maps into the 
active AAP relational form shown above. That is, 
any occurrence of the pattern “*ion of <factor1> by 
<factor2>” can be interpreted as “factor2 <verb>s 
factor1”, or “factor2 causes factor1 to be <verb>ed”. 
Note that this interpretation does not extend to 
many superficially similar occurrences of this pat-
tern, such as “the administration of medi-
cine by IV” which does not mean “(the) IV 
administered the medicine” in the most sali-
ent interpretation, but rather is interpreted as indi-
cating that the IV was the means of administration 
of the medicine. Contrast this with “the 
administration of medicine by the 
nurse” which does have the relevant causal 
interpretation. By placing appropriate semantic 
constraints on the constituents of the constructions, 
such meaning variations can be captured in a 
general and productive way without assuming 
proliferation of lexical entries. 

                                                           

3.4 

4 

4.1 

2 See Zadrozny (1995) for arguments about the compactness of 
construction-based representations as compared to lexicalized 
representations. 

Processing 

During processing, a text is segmented into indi-
vidual sentences and each sentence is analyzed for 
the presence of elements from the factor and rela-
tion lists. Any elements found will be marked up 
and the sentence will be passed to the Construction 
Identifier component which attempts to match the 
structure of the sentence to one of the known con-
structional patterns. If a pattern is recognized by the 
Construction Identifier component, the constituents 
of the construction are extracted and the Conceptual 
Mapper generates normalized AAP relations. This 
mapping is performed using linguistic knowledge 
of the correspondence of constructions to the for-
mal representation of the meaning expressed by the 
construction, as well as lexical knowledge about the 
relationships between verb forms and nominal 
forms of actions. In future work, we plan to make 
use of more sophisticated domain knowledge to 
improve precision at the mapping stage by verify-
ing additional semantic constraints on individual 
constructions instantiated by specific lexical items. 

Implications for IE and beyond 

A motivation for existing solutions 

As suggested previously, the use of gazetteers in 
information extraction is motivated by a linguistic 
argument about conventionality in language. By 
similar reasoning, there is little to gain by analyzing 
structures such as dates, numbers, monetary expres-
sions, etc. and there is linguistic support for the 
definition of recognizers for such consistently 
structured expressions because there is no princi-
pled way to capture their overall interpretation 
compositionally. 

It has been argued that gazetteers and specific 
phrase recognizers are of limited utility in the face 
of free text, where there will always exist names 
not listed in the gazetteer or patterns not conform-
ing to the constructions defined in recognizers, de-
spite the fact that they capture conventionalized 
language use in particular domains. The solutions 
to this problem, in the form of heuristic rules based 
on context (e.g. Mikheev et al, 1998), or machine 
learning models which generalize from examples 
(e.g. Baluja et al, 1999), further emphasize the con-
structional nature of language, since it is possible to 
characterize the sentential or discourse contexts in 



which specific types of words or phrases occur with 
high accuracy. 

The effectiveness of techniques which make use 
of lexical resources or phrasal/sentential patterns 
extends beyond information extraction. The phrasal 
lexicon approach to natural language generation 
(Milosavljevic et al, 1996) makes use of complex 
elements in their knowledge representation that are 
mapped directly to linguistic elements which are 
correspondingly complex. For instance, the lexical 
item “is a carnivore and eats ants, termites and 
earthworms” is postulated to correspond to the con-
cept eats-ants-termites-earthworms, rather 
than requiring the construction of the phrase from 
its consituents. This approach is motivated in terms 
of reuse and efficiency. They state, “If we repeat-
edly realise a semantic element in the same way, it 
is better to remember this and avoid rebuilding the 
surface form each time”. We suggest that the con-
struction of a phrasal lexicon also observes the 
deeper principle of conventionality in language use. 

Zadrozny et al (1994) present a natural language 
speech-enabled interface to a calendar application 
that has an architecture motivated explicitly in 
terms of constructions, and utilize a parser which is 
able to take into account form, meaning, and con-
text simultaneously by having these different levels 
integrated into a common representation, and using 
this representation for not only lexical items, but 
also for syntactic forms and sentential patterns. 
They argue that this architecture allows them to 
build a system which is discourse-oriented, taking 
context into account during interpretation, and 
show that it is feasible to build a working system in 
terms of constructions. 

Construction Grammar motivates the develop-
ment of NLP systems which capture the conven-
tionality of language and avoid attributing 
unnecessary ambiguity to conventionalized linguis-
tic structures. Specifically, 
• Gazetteers and other lexical resources capture 

domain-relevant words or phrases which should 
be treated as a unit, syntactically and semanti-
cally. 

• The definition of domain patterns is not simply 
an efficient means to an ends for representing 
common ways in which information is expressed. 
These patterns capture manners of expression in 
particular domains which are consistent, power-
ful models of linguistic competence in the do-
main and can very often be argued to carry 

meaning or implications which are not strictly 
apparent from compositional analysis of the con-
stituents. Furthermore, domain patterns enable us 
to characterize fine-grained semantic and prag-
matic conditions which license their applicability 
and enable us to avoid extreme lexical redun-
dancy (Zadrozny, 1995). 

• The development of heuristics or models based 
on properties of the linguistic context, such as for 
semantic discrimination tasks like named entity 
recognition, reflects the CG-justified property of 
multiple linguistic levels interacting in establish-
ing meaning. Characterization of a phrase as a 
name or location through context rules which re-
fer to words as well as syntactic and semantic la-
bels (e.g. the rule in the Mikheev et al 1998 work 
which establishes X as a person name via the pat-
tern [X is a {JJ}* PROFESSION]) reflects this 
important linguistic property. 

4.2 A framework for future solutions 

By recognizing the theoretical motivations for an 
approach to information extraction (and indeed any 
NLP system which hopes to model human compe-
tence in language understanding to one degree or 
another) in which conventionalized phrases are rep-
esented and used without deeper analysis, we can 
gain a framework for guiding the further develop-
ment of innovative solutions. We suggest that the 
construction grammar framework provides impor-
tant insights into resource creation for NLP sys-
tems. In particular, Construction Grammar 
motivates at least the following NLP tasks: 

1. automatic gazetteer development 
2. automatic mining of recurrent patterns 

spanning linguistic levels 
Waterman (1993) argued that little progress has 

been made in automating the acquisition of lexicons 
for pattern-based IE systems due to the lack of a 
linguistic framework in which to view their use. He 
continues by suggesting that a lexical semantic 
framework can provide the needed linguistic 
grounding, and shows how clustering of phrases 
containing particular common words can be effec-
tive for identifying domain collocations. However, 
while we agree with Waterman’s contention that a 
linguistic framework is required to drive automatic 
acquisition of patterns for IE, his outlined approach 
is not a sufficient solution as it offers no mecha-
nism for abstracting phrase clusters into patterns, or 



for incorporating syntax or semantics into those 
patterns. The arguments in favor of Construction 
Grammar make clear that a more holistic approach 
to representing linguistic structure is needed. 

Recently, there has been a growing interest in 
automatic techniques for inducing syntactico-
semantic patterns from text. Initial efforts focused 
on syntax, specifically subcategorization frames 
(Manning, 1993; Briscoe and Carroll, 1997) and 
grammar induction (Klein and Manning, 2002), but 
these approaches are being extended to incorporate 
semantic features (Grishman and Sterling, 1992; 
Zechner, 1998). 

What Construction Grammar tells us is that we 
can and must go further in mining domain patterns, 
because these patterns form an important part of 
linguistic competency. Such patterns must be rec-
ognized as linguistic units which pervade language 
use. Specifically, we suggest that a research path 
which focuses on trying to identify recurrent con-
structions in a domain corpus, with increasingly 
sophisticated linguistic generalizations and linguis-
tic constraints (lexical, syntactic, semantic, or prag-
matic), is likely to be particularly fruitful for 
development of powerful, retargetable IE applica-
tions. Such a research path would naturally start 
with mining collocations from corpora (cf. Smadja, 
1993), and would focus on developing techniques 
for increasing the abstractions represented in those 
collocations – incorporating gaps (probably con-
strained), part of speech tags, syntactic chunks, se-
mantic tags, etc. such that the patterns ultimately 
capture the constructions of the language. 

Finally, CG provides us with a linguistic 
framework with which to evaluate domain patterns. 
In the context of CG, we must treat domain patterns 
as linguistic entities, and formally represent the 
meaning they contribute and the linguistic con-
straints they incorporate. We can therefore assess 
the extent to which specific patterns have special 
meanings or fine-grained constraints, and contrast 
that assessment with what would be predicted 
through strictly compositional interpretation. To the 
degree that domain patterns have specific linguistic 
properties that are unique to the patterns, they can 
be validated as independent linguistic units. 

5 

6 

Conclusion 

We have provided a new perspective on the use of 
gazetteers, domain patterns, and context rules in 

information extraction. We have argued that in ad-
dition to being convenient resources for language 
engineering, such resources are explicitly motivated 
in theoretical terms. Their theoretical grounding 
comes from the Construction Grammar framework. 

We have shown how domain patterns can be 
viewed as constructions through the example of our 
prototype biological information extraction system, 
and how the constraints on those patterns are im-
portant for establishing their meaning. 

The Construction Grammar framework can be 
drawn on to motivate “shallow” approaches to in-
formation extraction, but as a result of this motiva-
tion it could be argued that these approaches should 
no longer be given the “shallow” attribution. In-
stead, we suggest that these techniques more natu-
rally and accurately reflect linguistic competence 
than “deep” approaches which are lexically driven, 
compositional, and require sophisticated grammars. 
This is not to say that we reject the contributions of 
lexical semantics, compositionality, or grammar. 
Rather, we suggest that they can most effectively be 
utilized in conjunction with constructional repre-
sentations. Adopting this perspective provides a 
powerful framework for driving research in NLP to 
use representations integrating features and con-
straints at multiple levels of linguistic abstraction. 
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